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Harmful Dysfunction and Mental Illness:
Why the latter is not the former

Leilan Nishi*
lnishi@scu.edu

Abstract

In his essay ‘The Concept of Mental Disorder’ (1992), Jerome C. Wakefield puts forth
a hybrid account of mental disorder that relies on the concept of ‘harmful dysfunction’,
wherein ‘harmful’ is a subjective value term determined by social norms, and ‘dysfunction’ is
the objective value-neutral counterpart that denotes the failure of a mechanism to perform
as evolutionarily intended. In this paper, I begin by laying out the kind of commitments
Wakefield is wedded to, which will demonstrate that Wakefield’s ‘harmful dysfunction’
account of illness critically fails to unify accounts of physical and mental illness. I claim
this because the concept of mental dysfunction itself is not value-neutral like Wakefield
assumes and needs it to be, which makes the view unworkable when applied to mental
disorder. In its place I propose a model of human flourishing that will account for many
different models of mental functioning.

1 Introduction

Jerome C. Wakefield (1992) undertakes a grand venture when he seeks to come up with a com-
prehensive account of disorder that can explain what physical and mental disorders have in com-
mon. He defines disorders as ‘harmful dysfunctions’: ‘harmful’ being a value term determined
by social norms, and ‘dysfunction’ a scientific term referring to the failure of an evolutionarily
designed mental mechanism to function as intended (1992, 373). In certain ways, he succeeds.
By combining the apparent opposites of value-laden and scientific approaches, he avoids the
issues that come with defining disorders as either entirely normative or entirely descriptive.

However, his concept of mental disorder as harmful dysfunction contains a fatal problem:
it cannot be adequately applied to mental disorders. In this paper, I will argue that there is
reason to doubt, and ultimately reject, aetiological dysfunction as a marker of disorder, because

*Leilan Nishi is currently finishing the last year of her undergraduate degree in Philosophy at Santa Clara
University. While her main interests are in philosophy of mental illness and existentialism, she has yet to encounter
a philosophical field she doesn’t like. She will be starting her PhD at CUNY Graduate Center in the Autumn.
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it is in fact not value-neutral in the way that Wakefield assumes. I will argue that Wakefield’s
appeal to aetiological function and rational agency contains commitments to two implicit norms:
biological determinism and a normatively loaded conception of rationality. I end by gesturing
at an alternative model of function, which accounts for the multitude of varying ways in which
people function and promotes a life of flourishing.

2 The harmful dysfunction model

In this section, I will briefly lay out the commitments embedded in Wakefield’s ‘harmful dys-
function’ account of disorder. The harmful dysfunction (HD) analysis is a hybrid account of
disorder. The dysfunction component is the scientific half of the formula and is grounded on
the concept of etiological (i.e., evolved) function: a mechanism is dysfunctional when its present
state of operation has deviated from its intended function as determined by evolution (1992,
374). The harmful component is a value-laden concept that refers ‘to the consequences that oc-
cur to the person because of the dysfunction and are deemed negative by sociocultural standards’
(Wakefield 1992, 374). Only those mechanism malfunctions that are socially disvalued can be
considered disorders. The HD analysis provides a concept of disorder that is meant to apply to
all conditions we call disordered, thereby unifying them under a single category definition. The
result is intended to be a cohesive account of disorder that explains why certain conditions are
not merely environmental issues or socially disvalued conditions.

Wakefield defines a function more broadly as an effect that explains its cause: the heart’s
effect of pumping blood, for example, enters into the explanation of its cause for existing in our
bodies, which makes pumping blood the function of the heart (he also uses the examples of see-
ing as the function of the eyes, and mobility as the function of legs, using this same reasoning).
Aetiological explanations for natural functions provide a causal story for how the mechanisms
possessed by an organism that contributed to its reproductive success become naturally selected
and present in us today. He wants to extend such etiological explanations for physical mecha-
nisms like pumping blood, seeing, and walking to mental mechanisms:

Considering that mental processes play important species-typical roles in human
survival and reproduction, there is no reason to doubt that mental processes were
naturally selected and have natural functions, as Darwin himself often emphasized
[(Boorse 1976)]. Because of our evolutionary heritage, we possess physical mech-
anisms such as livers and hearts; that same heritage gave us mental mechanisms
such as various cognitive, motivational, affective, personological, hedonic, linguis-
tic, and behavioral dispositions and structures. Some mental conditions interfere
with the ability of these mental mechanisms to perform the functions that they
were designed to perform. In such cases, there is a part dysfunction of the partic-
ular mental mechanism. (Wakefield 1992, 375)

Wakefield assumes, without justification, that there must be an etiological story that explains
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the existence of mental mechanisms like there are for physical ones; he seems to imply that
because evolutionary heritage explains the physical, it is necessary that it explains the mental,
because, he argues, it couldn’t be merely a happy accident that we developed structures and
dispositions that work so intricately and harmoniously together so well to provide the ultimate
remarkable benefit of rationality. I argue that, even if we grant him this claim1, his account of
mental dysfunction is unworkable due to the normativity inherent in what is supposed to be a
descriptive account of mental mechanism aetiology.

3 The problem of rational agency

Wakefield’s account of the etiological function of mental mechanisms relies on his own un-
justified conception of rational agency as value-free. When Wakefield discusses dysfunctional
mental mechanisms, he almost universally appeals to his own conjecture that mental mecha-
nisms were evolved to make us rational. Consider the following two examples of dyslexia and
depression.

Wakefield (2000) uses dyslexia as a supposedly obvious example of a dysfunctional mental
mechanism. He says, in regards to individuals who cannot learn how to read, that with those
who ‘seem incapable of learning to read even under optimal learning conditions, we infer that
there is something wrong with some internal neurological mechanism that, when functioning
as designed, supports the capacity to read (although it supports reading accidentally, not by
design)’2 (2000, 256). Again, his statement is rife with assumptions about what this ‘some
neurological mechanism’ is that is malfunctioning, which betrays his own lack of clarity on
whether or not there even is a mechanism, and if there is, what it is. More notably, there
is another assumption at work: that there exists an evolutionary dysfunction in this instance
at all. He simply takes for granted that in the case of an individual who couldn’t learn to read
under conditions conducive to learning how to read, we would automatically infer that there was
‘some internal neurological mechanism’ that is failing to function as designed. The implication
is that we evolved with the capacity to read, which is ‘an invented way of exploiting our selected
mechanisms for our own purposes’ (2000, 255), the purpose being rationality. For Wakefield,

1. In addition, to move forward we must also ignore two extremely damaging epistemic concerns resulting from
his etiological commitment that specific mental mechanism have specific evolved functions: (1) how do we identify
the mechanism we should be looking at when a potential mental malfunction occurs for a specific condition? (2)
even if we could solve that problem, how do we identify the evolutionary function of these mental mechanisms?
Wakefield seems to realise that these are issues (2000, 263–64), but provides no way of solving them.

2. Wakefield here is talking about spandrels, or un-designed side effects of design, which he argues can mal-
function in a harmful way when they are inevitable by-products of design, in which case the failure of the spandrel
implies the failure of some intended function. He does not explain how this could apply to mental illnesses, but the
following example would be in line with his theory: suppose there is an evolved mechanism for symbol recognition,
and the inevitable spandrel of that design is the capacity to read written language. He would argue that a failure
of the spandrel of reading is indicative of a failure of the evolved mechanism of symbol recognition. However, he
would still be faced with the two epistemic issues mentioned in the first footnote, which remain just as practically
insurmountable.
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not being able to read is not merely a difference, but a dysfunction, because illiteracy marks an
obstacle to exploiting our selected mechanisms towards this purpose of making us better able
to reason and interact with our world to logically pursue our ends.

In Wakefield’s particularly damning treatment of depression (2000, 266), we find another
example of his belief that rationality is an evolutionarily selected function. He calls depression
disordered when the ‘loss [response is] extremely disproportionate to experienced loss,’ which,
as he acknowledges, assumes that ‘sadness as a designed response to loss [could] turn out to be
incorrect.’ He explains away cultural values and culturally defined expectations for expressing
sadness by arguing that depressive behaviour disvalued in one place and valued in another could
have normal and abnormal sources; in other words, while ‘there may be experiences when grow-
ing up (or, for all we know, genetic dispositions) that cause people in those cultures to express
sadness more readily or intensely or more enduringly than in our culture, [someone] in our cul-
ture who has not had those experiences and yet reacts with a similarly high level of intensity
may be doing so for entirely different reasons, including possibly a dysfunction’ (2000, 266).
Furthermore, he says that we should adjust our judgements and attributions of disorder accord-
ing to other circumstances regarding the loss that could explain why the individual is reacting so
strongly: ‘if the individual’s personality, the special meaning of the loss, or other circumstances
suggest that a more intense or enduring response than the usual is due to non-dysfunction fac-
tors, we refrain from attributing disorder.’

However, Wakefield does not explain where those explanations end; he gives no guide for
how we can differentiate between a personality that is inclined to dramatic expressions of emo-
tion and a disorder, or how we know if we have correctly assessed the correct significance of
the loss to the individual. He merely says that ‘we try to judge when the reaction goes so far
out of the usual bounds that it seems unrelated to any possible coping benefits’, in which case
‘[w]e then become more persuaded that there is a possible dysfunction’ (2000, 266). He assumes
that if there is no identifiable culturally learned explanation for why someone is responding with
extreme depression to a certain loss, we would not be unreasonable to infer a dysfunction. Simi-
larly, he assumes that in lieu of personal circumstances related to the loss that could contribute to
a ‘disproportionate’ loss response, we could potentially infer a dysfunction as well. He is assum-
ing that, if there are no external or personalised circumstances that could explain the extreme
sadness, we can infer a dysfunction. There is a notable and damaging implication from these
assumptions: both of these limitations on attributing disorder are limits to determine when ‘the
reaction goes so far out of the usual bounds that it seems unrelated to any possible coping ben-
efits’, which would indicate that ‘the disorder can be recognised by the fact that there is great
sadness for no apparent reason’. He concludes by saying that ‘none of this complex, contextually
anchored reasoning, however speculative and fallible it may be, has anything inherently to do
with local values’ (2000, 266).

The problem is that it does in fact have to do with values, and that is the value of rational
agency that underlies his assessment of how and when we recognise depressive disorder. When
he refers to sadness that is ‘disproportionate’ and outside of ‘usual bounds’ as disordered, he
cannot be saying they are statistically deviant modifiers, as those would not be aetiological cate-
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gories. Wakefield is referring to rational agency. The sadness response is disproportionate in the
sense that is unreasonable: the individual is failing to assess the magnitude of the loss correctly,
and so reacts in a way that is unresponsive to the facts, much like the case of the chronically low
and unresponsive self-esteem. The rational response would be to change one’s sadness to match
the magnitude of the loss, so when that does not happen, there is a failure to be rational-and
for Wakefield, a disorder. In other words, feeling overwhelming sadness is a disorder when
the magnitude of the sadness is beyond the rational range of response in regards to the loss,
thereby constituting a reduction in the ability to be rational. We can make sense of Wakefield’s
view on dyslexia, depression, and self-esteem only through this notion of mental dysfunctions
as undermining rational agency.

Rationality as the metric would not be an issue if it could reliably differentiate disorder
from non-disorder while being value-neutral, as Wakefield believes. However, neither of these
demands are met by the kind of rational agency that Wakefield assumes. The conditions that
are disorders are those that are indicative of an impingement on rational agency—specifically, a
condition is an impingement when it ‘[tends] to cause a person to act contrary to their interests
without an adequate reason for doing so, and [impairs] a person’s ability to decide competently
and voluntarily, for example, by disrupting one’s cognitive abilities’ (Edwards 2009, 79). If we
ask how we differentiate between a character predisposition towards ‘intermittent but massive
and harmful lapses in rationality’ (2009, 80) and a mental illness, we find that the distinction is
made on normative judgements, not descriptive ones. This distinction cannot be attributed to
statistical distribution in a population, environmental circumstance, or severity (2009, 80).

In this same way, rationality is normative. There is no blueprint for what rationality should
look like, both in mode of function and degree of function. To champion one model of ra-
tionality over another is to make a normative judgement; the parameters and applications of
this rationality are arbitrary. Consider two of Edwards’ examples: first, the description of ‘a
couple living in a war zone during a bombing raid, frozen in fear under a precarious cover just
a few meters from a bomb shelter that would greatly increase their chances of survival’ (2009,
80), who, by not running to the bomb shelter, are failing to think rationally; second, of a youth
who engages in behaviour that could not be described as rational, such as committing robberies
where the ‘potential takings could not possibly justify the risk’ or committing assaults where
there is ‘no chance of avoiding arrest’ (2009, 80). Edwards calls the bomb raid couple irrational,
but not disordered, and the youth irrational, but morally responsible for their actions. This is
because there are many mental conditions that impair our rational agency and can have a neg-
ative impact to our wellbeing, but are not considered mental illnesses, and because the way we
differentiate between a character predisposition towards ‘intermittent but massive and harmful
lapses in rationality’ (2009, 80) and a mental illness is based on morality. Now contrast that
with Wakefield’s self-esteem example: he infers a dysfunction and attributes disorder when a
person has chronically low self-esteem that is not aligned with the facts about themselves (facts
that should make them feel otherwise) and is unresponsive to those facts—in other words, when
it is irrational. Why is his version of rational agency any more objective than the kind being im-
paired in these two examples? There is no framework to which he is appealing that can explain
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why certain lapses in rationality, even serious ones, are indicative of a dysfunction, while others
are understandable, acceptable, or a matter of character. At best, he is making a normative value
judgement about the ‘correct’ understanding of the concept of rational agency, and at worst, an
appeal to his own personal intuition.

Physical illnesses have none of these problems, because physical illnesses are not identified
by their effects on rational agency. As a result, the HD analysis applies without trouble to
examples of physical illness, which Wakefield realises, as he uses many physical examples to
better explain his position. However, what he seems not to fully realise is that the extension
to the mental realm cannot be made, as the examples he gives to defend his model for mental
illnesses are overwhelmingly examples of physical illness: human chin and jaw (2009, 255),
appendicitis (2009, 256), fever and morning sickness (2009, 259, 262), and sickle cell anaemia
(2009, 260), et al. This means that the extension of the harmful dysfunction concept from
physical illnesses to mental illnesses is utterly broken, and therefore it cannot apply to mental
illnesses.

4 Why aetiology for mental mechanisms?

Suppose now that somehow it were possible to solve all these issues and maintain the harm-
ful dysfunction model for mental illnesses. While impressive, there still looms the question
we should have asked first: why should we use aetiology to determine the function of men-
tal mechanisms? As previously stated, aetiology does not pose practically intractable problems
for physical illnesses. This is because we can differentiate between difference and dysfunction
by referring to a basic account of biological determinism that is not value-laden. This is not
functional determinism, which is the idea ‘that functions take place in a uniform mode at a rela-
tively uniform performance level by a statistically distinctive portion of the members of a species’
(Amundson 2000, 36)—this is problematic because considering functional mode-how an or-
gan functions-fails to account for the fact that a comparable performance level can be achieved
through a different mode of function. I propose instead a model of biological determinism to
understand physical illness: the idea that certain organs evolved with respect to other organs
within a biological system in order to create an optimally functioning organism, and that when
the organ does not develop as intended, there is a biological dysfunction, which does not neces-
sarily have to result in reduced performance level or ability. By adhering to aetiology for physical
conditions, we get the benefit of the unification of conditions under the harmful dysfunction
model as a complete and comprehensive way of understanding and classifying conditions that
stays faithful to the value-laden and value-neutral formula.

There is no such benefit conferred from applying an aetiological account of mental func-
tion. This is because we are persons, and ‘the interesting thing about persons, and possibly other
things that have sophisticated mental lives, is that we value things other than survival and repro-
duction, and for the most part we evaluatively judge that other people should value things other
than survival and reproduction (e.g., happiness or fulfillment)’ (Edwards 2009, 77). Aetiological
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accounts of function not only fail to capture what it is we care about; they stifle such under-
standings. I have already shown this with rationality, but the same is true of a misapplication
of biological determinism to the mental realm. This is because there are no blueprints for men-
tal mechanisms like there are for physical mechanisms; there is no objective standard for what
makes a self-esteem mechanism (assuming there is one) that is low more or less dysfunctional
than one that is high. Even that mode of function that is non-typical ‘is not broken by its failure
to comply with some imagined blueprint [...] It will function anyhow, in spite of its atypicality’,
because there is no blueprint for mental function. Even if there was a blueprint, that blueprint
would only be one that brings about functional integration, so that various mechanisms develop
together and adjust to one another in order to function, as evidenced by the incredible multitude
of ways in which people function (Amundson 2000, 39). Functional and biological determinist
accounts have the same problem as models of rationality: though touted as descriptive, what
is really happening is a normative judgement about the desirability of certain modes of mental
mechanism function over others.

The only type of function we can employ to adequately encompass all these different kinds of
mental functioning without sacrificing variation is a Cummins function (Woolfolk 1999 665–
67). A Cummins or ahistorical function is one that focuses on ‘the causal relations among
systems and their component parts, such that “the function of a part of a system is its causal
contribution to some specified activity of the system” [(Walsh and Ariew 1996, 493)]’. This
means that the Cummins function of a certain mechanism is defined in relation to a particular
designated purpose of the system as a whole, which could be entirely arbitrary; it is ‘interest
relative,’ and so ‘many different systems can be posited that concurrently contain the component’
(1999, 665). Because the designation of the system is arbitrary, ‘no background context of
inquiry is privileged over any other, as is the case with the privileging of an evolutionary account
by historical functional analysis’ (1999, 666). A mechanism is functioning if it is concurrent
with whatever framework of interest is being applied, and failing to function if it is not; this
means that the same mechanism can also be dysfunctional according to one account while being
functional in another. For example, to take Woolfolk’s example of the heart (1999, 665–66),
in the context of explaining human physiology, the Cummins function of the heart is to pump
blood; in the context of an electrocardiogram, to produce electrical signals that result in EKG
tracings; in the context of assassination, to bleed and lead to death.

For mental mechanisms, we can privilege certain background contexts, because the one we
privilege is going to be that which best explains the interest we have. This means understanding
their functionality in different contexts according to certain frameworks of interest—and these
frameworks are not going to be aetiological ones. Aetiological frameworks could give us expla-
nations only if our interest is in the biological background and history of mental mechanisms
(granting for the moment that it is even possible to determine); such concerns are in the realm
of theory, and so remain practically removed from our current environment, giving us no under-
standing of how to value these mechanisms in a practical manner. In Wakefield’s own words,
‘[t]he mental health theoretician is interested in the functions that people care about and need
within the current social environment, not those that are interesting merely on evolutionary



8 APORIA Vol. 18 No. 1

theoretical grounds’ (1992, 384). Human flourishing is the interest.

5 Conclusion

Wakefield’s harmful dysfunction analysis, while an excellent model for classifying physical dis-
orders, cannot be applied to mental disorders as he believes. The HD analysis of mental disorder
cannot escape from the fact that the idea of a mental mechanism dysfunction is grounded in the
normative concept of rationality, as are the concepts of aetiology and biological determinism.
We therefore must abandon such historical concepts of mental function and adopt a model that
can account for mental variability. This model will be an ahistorical account of interest-relative
function that accurately captures the interest that really matters to us: how to live our best and
most meaningful life. Because this will look different for each person depending on who they
are, this new framework will allow for any number of different lifestyles, none of which are dys-
functional merely because they are different. It will make room for these alternative modes of
being while understanding that mental conditions, including serious ones, are not pathological
but struggles to be overcome on the path to leading the most fulfilling life.

References

Amundson, Ron. 2000. “Against Normal Function.” Studies in History and Philosophy of Science
Part C 33 (1): 33–53. doi:10.1016/s1369-8486(99)00033-3.

Boorse, Christopher. 1976. “What a Theory of Mental Health Should Be.” Journal for The Theory
of Social Behaviour 6 (1): 61–84. doi:10.1111/j.1468-5914.1976.tb00359.x.

Edwards, Craig. 2009. “Ethical Decisions in the Classification of Mental Conditions as Mental
Illness.” Philosophy, Psychiatry, & Psychology 16 (1): 73–90. doi:10.1353/ppp.0.0219.

Wakefield, Jerome C. 1992. “The Concept of Mental Disorder: On the Boundary Between
Biological Facts and Social Values.” American Psychologist 47 (3): 337–88. doi:10.1037/
0003-066x.47.3.373.

. 2000. “Spandrels, Vestigial Organs, and Such: Reply to Murphy and Woolfolk’s “The
Harmful Dysfunction Analysis of Mental Disorder”.” Philosophy, Psychiatry, & Psychology
7 (4): 253–69.

Walsh, Denis M., and André Ariew. 1996. “A Taxonomy of Functions.” Canadian Journal of
Philosophy 26 (4): 493–514. doi:10.1080/00455091.1996.10717464.

Woolfolk, Robert L. 1999. “Malfunction and Mental Illness.” Monist 82 (4): 658–70. doi:10.
5840/monist199982429.



De Jure Rigidity
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Abstract

The rigid designation of proper names and natural kind terms is the most well-known
doctrine of Kripke’s Naming and Necessity (1981). On the basis of rigidity, Kripke has
shown that proper names and natural kind terms do not refer via a description as argued
by descriptivists. In response to Kripke several people have argued that all general terms
could be interpreted rigidly, which would make the notion of rigidity trivial. This leads to
the ‘rigidity problem’: the notion of rigidity cannot be used to argue against descriptivism
anymore. I will show that the rigidity problem appears on a larger scale: firstly, because
it appears independently of the trivialisation problem, secondly, because it appears for de-
scriptions acting like singular terms as well. I will argue, however, that proper names and
natural kind terms differ in an important manner from rigid descriptions. While the first
are de jure rigid, the latter are de facto rigid. I will show that the rigidity problem indeed ap-
pears for de facto rigidity, but not for de jure rigidity, with the result that Kripke’s argument
against descriptivism can withstand.

1 Introduction

In Naming and Necessity (1981), Kripke introduces his well-known notion of rigid designation.
Kripke defines a rigid designator as a designator that designates the same object in every possible
world in which the object exists (1981, 48). In other words, a rigid designator is a referential
expression that in every possible situation refers to the same object. According to Kripke, a
specific kind of singular term, namely proper names (1981, 48), and a specific kind of general
term, namely natural kind terms (1981, 134), are rigid designators. Kripke uses the notion
of rigidity mainly to argue against descriptivism, which holds that the meaning of a term is
determined by a description (1981, 6–15).

The notion of rigidity, however, has only been defined by Kripke for singular terms, which
designate a single individual. General terms, on the other hand, designate more individuals

*Nicolien Janssens is a second year undergraduate philosophy student at the University of Amsterdam. Cur-
rently, she is particularly interested in philosophy of language, metaphysics and logic. However, her interests are
broad and therefore she hopes in the future to be able to combine philosophy with other disciplines.
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at the same time. While Kripke says that natural kind terms are rigid designators, he does
not define what they rigidly designate. Several philosophers have suggested that a rigid general
term designates the same property or kind in every possible world (LaPorte 2000; Salmon 2005;
Orlando 2014). I will call this theory henceforth the ‘kind-theory’. Some pointed out that the
kind-theory would make all general terms rigid and thus would make the notion of rigidity
trivial (Macbeth 1995; Schwartz 2002). For every description that acts like a general term, it
would be possible to argue that it designates a certain abstract property or kind in every possible
world1. Hence, they argue, the concept of rigidity could be extended to all general terms, and
thus would cease to be a useful concept to describe the different semantic behaviour of different
kinds of terms. As a result, we encounter what I will call the ‘rigidity problem’: since it turned
out that, apart from natural kind terms, every general term could be interpreted rigidly, rigidity
cannot be used to argue against descriptivism anymore, as the other general terms do refer via
a description.

Some hold that the trivialisation problem simply cannot be solved (Schwartz 2002; Soames
2002; Haraldsen 2017). Therefore, they argue that the notion of rigidity should not be applied
to general terms at all. The result of this is that we cannot argue by means of the notion of rigidity
that natural kind terms do not refer via a description. Others wanted to defend the claim that
natural kind terms are rigid designators. They therefore tried to overcome the trivialisation
problem either by showing that not all general terms are rigid (LaPorte 2000; Salmon 2005;
Orlando 2014), or by trying to give another theory of what a general term designates (Devitt
2005).

Solving the trivialisation problem, however, will not suffice, since the rigidity problem ap-
pears on a larger scale. Firstly, because there are general terms that turn out to be rigid inde-
pendently of the kind-theory. Secondly, because there are singular terms that turn out to be
rigid as well (Kaplan 1978). The description ‘that woman—the one that has won the Nobel
prize—is brilliant’, for example rigidly designates the winner of the Nobel prize. The rigidity
of this singular term does not refute descriptivism either. As a result, the rigidity problem has
been enlarged: the problem not only arises for general terms, but for the notion of rigidity in
general.

To solve the rigidity problem, it is thus needed to show that the notion of rigidity can still
be used to refute descriptivism for certain terms. It is my aim in this paper to show that this
is possible and thus that the rigidity problem can be solved. In order to do this, I will show
in §2 that Kripke’s reason to draw attention to the notion of rigidity is that it is required in
his argument against descriptivism. In §3, I will show that the rigidity problem consists in the
fact that the critique of descriptivism is undermined. In §4, I propose my own solution for the
rigidity problem which is to make a distinction between de jure rigidity and de facto rigidity. I

1. Apart from descriptions acting like general terms, it is sometimes argued that all artificial kind terms can be
interpreted rigidly according to the kind-theory. Meanwhile, there are several philosophers who hold that artificial
kind terms cannot be interpreted rigidly due to the kind-theory (Orlando 2014). The rigidity of artificial kind
terms is a matter of dispute that is too big to discuss here. However, it will not affect my main point (see footnote
5).
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will show that de jure rigidity can be used to argue against descriptivism, with the result that
Kripke’s argument against descriptivism can withstand.

2 Rigidity to argue against descriptivism

In Naming and Necessity (1981) Kripke argues against descriptivism of names as advocated by
Russell and Frege. Kripke offers different objections to descriptivism, which we can roughly
divide into three categories: modal arguments, semantic arguments and epistemic arguments.
In this section, I will present Kripke’s modal argument, since this argument is interconnected
with the notion of rigidity, as I will show.

Descriptivism holds that a name has an associated description or cluster of descriptions that
gives the meaning of the name (Kripke 1981, 27)2. Assume that we associate the description ‘the
last great philosopher of antiquity’ with the name ‘Aristotle’. We should then analyse sentence
(1), according to descriptivism, as sentence (2) (Kripke 1981, 6–7):

(1) Aristotle was fond of dogs.
(2) The last great philosopher of antiquity was fond of dogs.

That descriptivism is erroneous becomes apparent when we compare the truth-values of sen-
tences (1) and (2) in different possible worlds. We will see that sentence (1) is true in other
worlds than sentence (2), from which follows that sentence (1) and (2) have different modal
profiles. Sentence (2) is true in the actual world if Aristotle was actually fond of dogs, since in
the actual world Aristotle satisfies the description ‘the last great philosopher of antiquity’. That
Aristotle was the last great philosopher of antiquity, is however not a necessary property of Aris-
totle. It might have been the case that someone else was the last great philosopher of antiquity.
In such a situation, sentence (2) will be true if that other person, not Aristotle, was fond of dogs.
In contrast to sentence (2), sentence (1) will always be true only if Aristotle, and not some other
person, was fond of dogs. In this way, Kripke has shown that, contrary to what descriptivists
argue, sentences (1) and (2) have different modal profiles and hence different meanings.

To clarify the different modal behaviour of the name ‘Aristotle’ and the description ‘the
last great philosopher of antiquity’, Kripke introduces the notion of a rigid designator. A rigid
designator designates the same object in every possible world in which the object exists (1981,
48). Kripke argues that all proper names are rigid designators (1981, 49). Although Aristotle
might not have been the last great philosopher of antiquity, it is not the case that Aristotle might
not have been Aristotle. Thus in every possible world the proper name ‘Aristotle’ designates the
same person. The description ‘the last great philosopher of antiquity’ is on the other hand not a
rigid designator. If we think of a situation in which the last great philosopher was a woman, we
are not thereby thinking of a situation in which Aristotle was a woman. More generally, when
we use a description to describe another possible world, we refer to whom—or whatever satisfies

2. There are also description theories that hold that a description only determines the reference of a name. I will
not discuss this kind of descriptivism here, since Kripke’s argument only refutes description theories of meaning
(Kripke 1981, 5).



12 APORIA Vol. 18 No. 1

that description in that other world, independently of whom or what satisfies the description
in the actual world. Thus a description does not designate the same object in every possible
world, which makes it a non-rigid designator. Since proper names are rigid designators and
definite descriptions are non-rigid designators, it follows that names cannot be equivalent to
descriptions as descriptivists argue. In this way, Kripke has shown that we have a direct intuition
of the rigidity of proper names, which is exhibited in our understanding of the truth conditions
of particular sentences (1981, 14).

Kripke argues that we have the same intuition for natural kind terms, hereby showing equally
that these terms are not synonymous with a description (1981: 134–35). We can demonstrate
this by means of the following example:

(3) Water is used to make tea.
(4) A transparent liquid is used to make tea.

That descriptivism is erroneous for natural kind terms, becomes again clear when we compare
the truth-values of sentences (3) and (4) across possible worlds. We will see, as in the case of
sentence (1) and (2), that sentence (3) and (4) are true in different possible worlds. Sentence (3)
is true if and only if water, and not any other substance, is used to make tea. Sentence (4), on the
other hand, is true if a transparent liquid, which might be another substance than water, is used to
make tea. Consider a situation in which vodka is used to make tea. In such a situation, sentence
(3) is false, but sentence (4) is true. If ‘water’ means ‘a transparent liquid’, then sentence (3) and
(4) could not differ in truth-value in any counterfactual situation. We see, however, that sentence
(3) and (4) have different modal profiles and hence different meanings. Kripke has shown in
this way that we do not refer to natural kinds by means of a description. In conclusion, the
reason that Kripke draws attention to the notion of rigidity is that it is needed to argue against
descriptivism.

3 The rigidity problem

In what follows, I will show how the trivialisation problem emerged from the kind-theory. Due
to this theory, every description that acts like a general term can be interpreted rigidly, which
makes the notion of rigidity trivial. The consequence of this is the rigidity problem: rigidity
cannot be used to argue against descriptivism anymore. I will show, however, that not only the
trivialisation problem undermines Kripke’s critique of descriptivism. Firstly, because there are
descriptions acting like general terms that turn out to be rigid independently of the kind-theory.
Secondly, because there are descriptions acting like singular terms that turn out to be rigid as
well. The consequence of this is that Kripke’s argument against descriptivism is not only at stake
for general terms, but for the notion of rigidity in general. The rigidity problem thus appears
on a larger scale.

As pointed out earlier, the definition of a rigid designator only applies to singular terms,
not to general terms. Therefore some have developed the kind-theory, according to which a
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rigid general term designates the same property or kind in every possible world (LaPorte 2000;
Salmon 2005; Orlando 2014). In response to this, others pointed out that as a result, every de-
scription acting like a general term could be interpreted rigidly (Martí and Martínez-Fernández
2011). For example, the description ‘the colour of the sky’ in a sentence like ‘My true love’s eyes
are the colour of the sky’, can be interpreted in two ways. Firstly, it can be interpreted as des-
ignating the colour that is the colour of the sky, which in our world is blue, but which in other
worlds might be another colour. In this case, ‘the colour of the sky’ is a non-rigid general term.
It is non-rigid, because it designates different colours in different worlds. It is a general term,
because a colour can apply to more individuals at the same time. Secondly, ‘the colour of the
sky’ could also designate the ‘property of being the colour of the sky’. This is a description that
acts like a general term, since a property can apply to more individuals at the same time. In this
case, ‘the colour of the sky’ is a rigid designator, since it designates the same property in every
possible world. In this way, it turned out that due to the kind-theory all general terms can be
interpreted rigidly, which makes the notion of rigidity trivial.

The consequence of the trivialisation problem is that Kripke’s argument against descriptivism
is undermined. Kripke’s argument showed that rigid terms do not refer via a description. Due
to the trivialisation problem, however, it turned out that there are rigid terms that do refer via
a description, since they simply are descriptions. ‘The property of being the colour of the sky’
refers to that property, via the description ‘the property of being the colour of the sky’. So it is
not the case here that the notion of rigidity demonstrates that descriptivism is not adequate for
these terms. For this reason, the notion of rigidity cannot be used to argue against descriptivism
anymore. This is the rigidity problem. The rigidity problem can only be solved by showing that
the notion of rigidity can still be used to argue against descriptivism. To solve the problem, it is
therefore not right just to show that not all general terms are rigid, as some have tried (LaPorte
2000; Salmon 2005; Orlando 2014). We need to show that those and only those terms that do
not refer via a description are rigid.

The other given solution to formulate another theory of what a rigid general term desig-
nates (Devitt 2005), will not solve the rigidity problem either. There are descriptions acting
like general terms that are rigid, independently of the kind-theory. Firstly, this is the case with
essentialist descriptions (Kaplan 1978). Essentialist descriptions are descriptions that pick out
their object by properties that the object necessarily satisfies uniquely. An example of an essen-
tialist description is ‘the substance with molecular formula H2O’. Secondly, there are rigidifying
operators that make descriptions rigid. Kaplan has argued that this is the case with demonstra-
tives (1978). For example, in the sentence ‘that liquid—the one with the molecular structure
H2O—is transparent’, the demonstrative ‘that’ rigidly designates water. Apart from demon-
stratives, the word ‘actual’ is a rigidifying operator. In every possible world the word ‘actual’
causes the description to refer to the actual world, so that in every possible world the descrip-
tion will refer to the same object. For example, ‘the actual liquid that is filling the seas’ will in
every possible world refer to the liquid that is actually filling the seas. So it will refer in every
possible world to water.

Essentialist descriptions not only make descriptions acting like general terms rigid, but also
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descriptions acting like singular terms. This is for example the case with the description ‘the
smallest prime number’. This description necessarily picks out the number two, since it is the
only number that has the property of being the smallest prime number. Also rigidifying op-
erators make descriptions that act like singular terms rigid. For example in the sentence ‘that
woman—the one that has won the Nobel prize––is brilliant’, the demonstrative ‘that’ rigidly
designates the winner of the Nobel prize. The same holds for the rigidifying operator ‘actual’:
‘the actual prime minister of the Netherlands’ will in every possible world refer to the person
who is the prime minister of the Netherlands in the actual world. So apart from general terms,
there are singular terms that turn out to be rigid. For these singular terms, rigidity cannot be
used to argue against descriptivism either. The rigidity problem is thus a problem just as much
for singular terms as for general terms.

In sum, it turned out that some descriptions that act like singular terms and some descrip-
tions that act like general terms are rigid. The rigidity of these descriptions did not show us that
these terms do not refer via a description, as it did for proper names and natural kind terms.
In this way, the rigidity problem arose: rigidity cannot be used to argue against descriptivism
anymore.

4 De jure and de facto rigidity

Kripke is aware that some philosophers argue that there is a rigid sense of definite descriptions
(1981, 6n8). He says, however, that he is not convinced of this, ‘but if these philosophers are
right, my principal thesis is not affected’ (1981, 6n8). I have just shown that these philosophers
are right. In what follows, I will argue that Kripke is right to claim that his principal thesis,
that proper names and natural kind terms do not refer via a description, is nonetheless not
affected. This becomes clear if we acknowledge that there is an important distinction between
proper names and natural kind terms on the one hand, and rigid descriptions on the other
hand. While the first are de jure rigid, the latter are de facto rigid. I will show that de jure rigidity
refutes descriptivism for certain terms, while de facto rigidity cannot be used to argue against
descriptivism.

A rigid designator can designate the same object in every possible world in two different
ways, which leads to a distinction between two different kinds of rigid designators. The first
kind is a de jure rigid designator: a de jure rigid designator designates the same object in every
possible world purely in virtue of its semantic kind. In this case, the semantical rules of the
language directly link the term to the object. These semantical rules come about by means of
stipulation. The second kind is a de facto rigid designator: a de facto rigid designator designates
the same object in every possible world in virtue of expressing a description that happens to
designate the same object in every possible world. Hence, de facto rigid designators are rigid
not because of semantical rules, but because of non-linguistic facts3.

3. Kripke admits that he has ignored the distinction between de jure and de facto rigid designators, but he does
give a rough sketch of what the distinction is (1981, 21n21). According to Kripke, in the case of a de jure rigid
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The term ‘two’ for example is a de jure rigid designator of the number two. The term ‘two’
is a proper name with which we associate particular semantical rules. These semantical rules
determine that the term ‘two’ will designate the number two in all possible worlds. So the term
‘two’ is rigidly linked to the number two because of semantical rules, which makes it a de jure
rigid designator. ‘The smallest prime’, on the other hand, is a de facto rigid designator of the
number two (Kripke 1981, 21n21). It is not possible that another number would be the smallest
prime. This follows not from semantical rules, but from the metaphysical fact that mathematical
facts are true in all possible worlds. ‘The smallest prime’ is thus via a non-linguistic fact rigidly
linked to the number two, which makes it a de facto rigid designator.

Proper names and natural kind terms are de jure rigid. When we give someone a name x,
we stipulate that from now on when using that name x, we refer to that person4. The same
holds for natural kind terms. When introducing a natural kind term, we equally stipulate that
it will refer to that kind of thing. We may use a description to determine the reference of a
natural kind term, but this description will never be the meaning of the natural kind term. As
an example, Kripke points out that we may determine the reference of the term ‘light’ by the
fact that it affects our eyes in a certain way (1981, 130). However, it might have been the case
that all people were blind and that light would not affect our eyes. In such a situation, we would
not say that light did not exist. Rather, we would say that light existed in that case, although
our associated description with light would not be adequate. In this way, Kripke shows that
‘light’ does not mean the same as ‘that which affects our eyes in a certain way’. From this it
follows that natural kind terms cannot be de facto rigid designators. If they were de facto rigid
designators, then light had to mean the same as its description, which on its turn would happen
to be rigid because of non-linguistic facts. Since light is not equivalent to some description, it
must be the case that the term ‘light’ is directly linked to the natural phenomenon of light, due
to the semantical rules which arose from stipulation. So both proper names and natural kind
terms refer rigidly because of semantical rules that arose from stipulation. This makes them de
jure rigid designators5.

Definite descriptions are, if rigid, de facto rigid. Descriptions designate objects by means

designator ‘the reference of a designator is stipulated to be a single object’, while in the case of a de facto rigid
designator ‘a description “the x such that Fx” happens to use a predicate “F ” that in each possible world is true
of one and the same unique object’ (1981, 21n21). I think my elaboration of the distinction coincides with this
rough sketch.

4. Bostock (1988) and Evans (1979) have pointed out that some proper names refer via a description. Kripke
admits that this might be true (1981, 79–80), but I cannot discuss the matter here. If true, however, my argument
should be adjusted slightly: not all proper names are de jure rigid. My main point could withstand: de jure rigid
designators could still be used to argue against descriptivism, although there might not be a specific group of terms
that is de jure rigid.

5. As I pointed out in footnote 1, some hold that artificial kind terms are rigid designators in the sense that
they refer to the same kind in every possible world due to semantical rules. This would make artificial kind terms
belong to the de jure rigid designators. I also pointed out that others hold that artificial kind terms are not rigid.
In either case, my main point, that de jure rigid designators do not refer via mediation of a description, will not
be affected. The only doubt here is whether we should count artificial kind terms as de jure rigid designators or as
non-rigid designators.
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of a description as we saw earlier. If then descriptions are rigid, they have constant reference
via mediation of some description that happens to designate the same object in every possible
world. I illustrated this above by means of the description ‘the smallest prime’. Descriptions
refer thus, if rigid, always via a description, which make them de facto rigid designators.

It is a more controversial issue whether a description that contains a demonstrative refers
via a description. Earlier we saw the sentence: ‘that woman—the one that has won the Nobel
prize—is brilliant’. Here it seems we are stipulating at this very moment that ‘that woman’
will always refer to the woman that has won the Nobel prize and thus that it is a de jure rigid
designator. Kaplan (1978) for example holds this. However, what a demonstrative designates
is always a matter of context. That ‘that woman’ refers rigidly to the winner of the Nobel prize
is determined by the context of utterance, or in other words by the way that ‘that woman’ is
described. Without a context of utterance ‘that woman’ refers to nothing. I cannot see therefore,
how a demonstrative could designate an object purely in virtue of its semantic kind, since a
context of utterance is always needed to determine the referent. Hence, I hold that definite
descriptions containing demonstratives are de facto rigid as well6.

I have shown that the reason that Kripke draws attention to the notion of rigidity is that it
is needed to argue against descriptivism. We can now say that de jure rigidity is the notion that
is needed to argue against descriptivism. In the case of de facto rigidity, however, the reference
of a term is determined by means of a description. From this it follows that de facto rigidity
cannot be used to argue against descriptivism. Due to the de jure–de facto distinction, we have
killed two birds with one stone. Firstly, we have justified Kripke’s claim that descriptivism is
not adequate for proper names and natural kind terms, even though more terms turned out be
rigid. Secondly, we have solved the trivialisation problem with regard to de jure rigid terms. It
might be the case that all terms can be interpreted as de facto rigid, but at least I have shown
that not all terms can be interpreted as de jure rigid. Hence, de jure rigidity is an important,
non-trivial notion which we can use to argue against descriptivism for certain terms, as Kripke
justly has pointed out.

Devitt also holds that the notion of rigidity must refute descriptivism for proper names
and natural kind terms (2005, 144)7. Devitt introduces the notion of ‘rigid application’ for
general terms: ‘a general term “F ” is a rigid applier iff it is such that if it applies to an object
in any possible world, then it applies to that object in every possible world in which the object
exists’ (2005, 146). According to Devitt, this notion refutes most, but not all description theories
for names and natural kind terms, since there are descriptions acting like singular terms (2005,
145) and descriptions acting like general terms (2005, 147) that are rigid. He gives the following

6. As in the cases pointed out in footnote 4 and 5, even if demonstratives would turn out to be de jure rigid, my
main point would not be affected.

7. Schwartz (2002) also thinks that rigidity should have a theoretical work if it is not to be trivial. Schwartz,
however, has another, and in my opinion wrong, conception of what the theoretical work is that the notion of
rigidity should have. He namely thinks that rigidity is supposed to distinguish natural kind terms from artificial
ones (2002, 273). According to Schwartz, general term rigidity fails to do this and therefore the notion of rigidity
should only be applied to singular terms (2002, 275–76). As I showed in section 2, however, this is not the reason
that Kripke draws attention to the notion of rigidity.
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example of a singular term rigid applier that refers via a description: ‘the person who was actually
the last great philosopher of antiquity’ (2005, 145). Equally, he gives the example ‘stuff with
atomic number 79’ and points out that this is a general term rigid applier, although it does refer
via a description (2005, 147).

Because on Devitt’s solution rigidity most, but not all, of the times refutes descriptivism, the
solution does not seem convincing. In claiming that rigidity should be able to be used to argue
against descriptivism, the notion should be able to refute descriptivism consistently. Moreover,
Devitt only provides a solution for general terms, while my solution applies to singular terms as
well as general terms. The solution I propose is therefore favourable over the one from Devitt,
since in my solution de jure rigidity always can be used to refute descriptivism for certain terms.

5 Conclusion

In this paper, I have shown that a term can be rigid in two ways. A de jure rigid designator
designates the same object in every possible world in virtue of its semantic kind. A de facto
rigid designator designates the same object in every possible world in virtue of expressing a
description which happens to designate the same object in every possible world. Due to the de
jure–de facto distinction, rigid terms that do not refer via a description, namely proper names
and natural kind terms, are clearly separated from rigid terms that do refer via a description,
namely rigid descriptions. Consequently, the notion of rigidity, understood as de jure rigidity,
can be used to refute descriptivism for certain terms. In this way, I have shown how the rigidity
problem could be overcome in a way that is compatible with Kripke’s claim that rigid terms,
understood as de jure rigid, do not refer via a description.

There is some secondary work that the notion of rigidity fulfils that I have not discussed in
this paper. For instance, Kripke has argued that an identity statement in which both designators
are rigid must be, if true, necessarily true, even if the statement is a posteriori. I think my dis-
tinction between de jure and de facto rigidity coincides with this secondary work in the following
way: an identity statement containing two de jure rigid designators is necessarily true, while an
identity statement containing two de facto rigid designators is not always necessarily true. I am
afraid, however, that future research should decide whether I am right about this. Besides that,
it is still not clear whether the kind-theory applies to rigid general terms. I have shown that the
kind-theory could apply to general terms, because my proposal to make a distinction between
de jure and de facto rigidity shows that the trivialisation problem does not apply to de jure rigid
general terms. But there might be other reasons to adhere or reject the kind-theory, which I
cannot discuss here. What I wanted to point out in this paper is that rigidity, understood as
rigidity de jure, is not a trivial notion, but an important and indispensable one to argue against
descriptivism.
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Layers of Logical Consequence:
Logical consequence as epistemically model-theoretic

and metaphysically proof-theoretic
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Abstract

Model-theory and proof-theory are two long-standing alternative descriptions of logi-
cal consequence. Proof-theory characterises truth in terms of logical implication. Namely,
according to proof-theory, the statement ‘A implies B’ is true iff there exists a proof from
A to B. In contrast, model-theory characterises truth based on possible states of the world.
By model-theory, ‘A implies B’ is true iff for any model m, if m satisfies A then m satisfies
B. In this paper I argue that we can reconcile the views, by making an appropriate dis-
tinction between epistemic nature and metaphysical nature. Namely, I will argue that we
can view logical consequence as epistemically model-theoretic and metaphysically proof-
theoretic.

1 Introduction

When we say that something logically implies something else, we are appealing to the relationship
of implication between a premise and a conclusion. This relationship is described by the theory
of logical consequence. But how can we describe logical consequence itself ? On what grounds
can we say something logically implies something else? In other words, how should we think
about the technical relationship between a premise and a conclusion? As of yet, there is not
a universally accepted answer to this question, although the nature of logical consequence has
been a subject of debate for decades.

Model theory and proof-theory have prevailed in parallel since the early days of the debate,
as alternative descriptions of logical consequence. A model-theoretic view frames logical con-
sequence in terms of truth preservation across cases, while a proof-theoretic view holds that
consequence reduces to the existence of a formally valid argument between the premises and
conclusion.

*Grace Field is just finishing a joint specialist degree in Physics and Philosophy at the University of Toronto.
Next year she will continue to study philosophy of science at the graduate level, either at Cambridge or at LSE.
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It is difficult to refute either on purely technical grounds, and some authors have suggested
adopting some combination of the two. It even seems reasonable to argue that we should be
searching for a compromise: neither view seems entirely counter-intuitive, or technically flawed.
In this paper I will identify the relevant compromise with a distinction between epistemic and
metaphysical nature. My aim is to defend logical consequence as epistemically model-theoretic,
and metaphysically proof-theoretic.

In §2, I will describe the technical frameworks of model-theory and proof-theory in more
detail, describe existing compromise-style views, and emphasise that they tend to view proof-
theory and model-theory as alternative but individually complete descriptions of logical conse-
quence. In §3, I will present a view on which neither offers a complete description of logical
consequence. Rather, I will show that we can take model-theory as a description of the epis-
temic side to logical consequence, and proof-theory as a description of its metaphysical side.
These descriptions are individually incomplete—but when taken together, they offer a com-
plete description of logical consequence. The aim of §3 is to show that it is possible to adopt
such a view. The aim of §4 will be to show that it is plausible to adopt such a view, because
of the link between epistemic access and the model-theoretic cases, and because we have rea-
son to believe that these case-by-case relationships are instantiations of underlying deductive
relationships.

2 Background

First of all, let me describe the existing frameworks of proof-theory and model-theory in more
detail. Conceptually, we can think of model-theory as a case-by-case description: ‘The model-
centred approach to logical consequence takes the validity of an argument to be absence of coun-
terexample’ (Beall and Restall 2016). In technical terms, consequence is model-theoretic iff it is
described by the following equivalence relation: B is a consequence of A iff for any model m,
if m satisfies A then m satisfies B (Tarski 1983, 417).

Proof-theory instead relies on the existence of argument-based reasoning. Again appealing
to Beall and Restall, ‘On the proof-centred approach to logical consequence, the validity of an
argument amounts to there being a proof of the conclusions from the premises’ (2016). So a
consequence is proof-theoretic on the condition that an argument from A to B is valid iff there
is a proof of B from A.

As it is, the two theories tend to be seen as alternative rather than compatible views. This
state of affairs is exhibited particularly clearly in Shapiro’s article, ‘Logical Consequence, Proof
Theory and Model Theory’, where he summarises the current state of the logical consequence
debate. He writes, ‘[m]odel theory and proof theory each provide for a notion of logical con-
sequence, but the notions employed by these two branches are quite different from each other,
at least conceptually’ (Shapiro 2007, 651). Later in the article he comments on the attitude
philosophers commonly have towards these theories. He writes that there are, in general, two
schools of thought. One takes model-theory to be the primary essence of logical consequence,
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the other takes proof-theory to be the primary essence of logical consequence (2007, 668).
Proof-theory and model-theory are taken to be ‘different, but closely related, notions of logical
consequence’ (2007, 669).

Even within the diverse landscape of existing compromise-style theory, in which authors do
not commit themselves to pure proof-theory or pure model-theory, the two views tend to be seen
as individually complete descriptions of logical consequence. Logical pluralists hold that there
are several correct notions of logical consequence; Beall and Restall, Cook and Shapiro, and
Carnap have each defended a unique version of this view (Beall and Restall 2000; Cook 2002;
Shapiro 2006, Carnap 1959). Relativists have suggested that the correct notion might instead
be domain-relative—variable but determined by the field we are working in. Some versions
of relativism even identify logical domain with culture, resulting in culture-dependent logic
(Lokhorst 1998, Greiffenhagen and Sharrock 2006). In the pluralist version, proof-theory and
model-theory are seen as two correct but individually complete descriptions. On the relativist
view, each theory is a complete description of logical consequence, but only within a certain
domain.

At first sight, it does seem natural to treat them this way, as alternative but complete
descriptions—they propose two different ways to describe the same thing. However, in the fol-
lowing section I will argue that we are not forced to adopt this attitude. Instead, if we make an
appropriate distinction between the metaphysical and epistemic nature of logical consequence,
we can view proof-theory and model-theory as two separately incomplete components of a full
description.

3 The technical details, and why they are possible

To address the epistemic and metaphysical nature of logical consequence, we must begin with
a clear definition for each type of property. For my theory of logical consequence, a property is
epistemic iff it concerns knowledge or justified belief. Metaphysics is slightly more abstract by
nature, and this is sure to be reflected in any attempt at a definition. I will stick to the following
admittedly elusive, but meaningful notion: a property is metaphysical iff it concerns the most
abstract essence of a concept.

The general frameworks of model-theory and proof-theory, as described in the previous
section, clearly establish a set of minimal conditions for my theory of logical consequence. At
the very least, I must be able to identify the epistemic side of logical consequence with a set
of possible models and a corresponding satisfaction relation. And I must be able to identify its
metaphysical nature with existence, or absence, of proof. Here I merely aim to show that it is at
least possible for logical consequence to fit the strict technical requirements of model-theory in
its practical use, and fit the equivalent requirements of proof-theory in its metaphysical nature.
In the next section I will argue that this is not only an option, but a plausible option.

So, how can model-theory fit with the epistemic side to logical consequence? What are the
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models, and what is the satisfaction relation? As Varzi notes, logic aims to act as a universal
requirement for theoretical reasoning. As a result, its models must be universally applicable in
some sense; ‘logic is a uniquely ambitious theory [...] It aims to be the theory included in every
other theory [...] its models want to include the models of every other’ (Varzi 2002, 199). I pro-
pose we can access this universality by appealing to Carnap’s distinction between individual and
general concepts. An individual concept is specific to a certain space-time coordinate, while the
corresponding general concept has many possible space-time representations. Carnap’s pet dog
Luchs exists at a given location at a given instant. This individual concept is one among many
possible representations of the corresponding concept dog (Carnap 1959, 247–48). The fact that
Carnap’s dog does not have some property X at that specific place and time is a representation
of the general concept of X not obtaining.

We may adopt this distinction as a backbone for the epistemic nature of logical consequence,
partly in virtue of its universality. I have claimed that epistemically, logical consequence can
be described by satisfaction of models. I propose we should make the following identifications:
model with the above-described notion of individual concept, satisfaction with representation,
and subject of satisfaction with the above-described notion of general concept. Then my model-
theoretic proposal for the epistemic side of logical consequence amounts to the claim that we
observe individual concepts to come to know and/or believe consequence relationships between
general concepts. Note the emphasis on observation, knowing, and believing here—these are all
epistemically-charged terms, which is just what we are asking for since we are talking about the
epistemically accessible side of logical consequence. In technical terms, this proposal means: a
relationship of logical consequence from A to B is epistemically valid if and only if for all indi-
vidual concepts m, if m is a representation of the general concept A, then m is a representation
of the general concept B.

An immediate objection to this view might be that it fails to include a huge set of states
of the world—namely, states of the world that do not explicitly depend on space or time, and
therefore cannot be represented in the way I have described above. For such states, we must
add to Carnap’s conception. The individual concept in such cases cannot be the discrete state
itself. Instead, we may identify the individual concept as our knowledge or experience of that
discrete state. The fact that this involves connecting models with experience is not an issue, since
we are only attempting to deal with the epistemic nature of logical consequence. Overall, the
proposed individual-general concept distinction is universally applicable in an epistemic sense,
if it includes this adjustment for discrete states without inherent space-time coordinates.

To get a further sense of how this works, consider ¬(¬X) |= X , the statement that X
is a logical consequence of ¬(¬X). Let’s examine our epistemic access to this consequence
relationship, on the view I have proposed above. The general concept on the left hand side of
the implication is ‘it fails to obtain that some property of the world, X , fails to obtain’. This
general concept can be represented by individual concepts that fail to lack some property of the
world, where individual concepts are specific in space and time, either themselves or through
space and time-localised experience. An example of such an individual concept would be the
space-time event of me looking out my window and failing to find a field of view in which there
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is not a german shepherd on my front lawn. The right hand side of the implication¬(¬X) |= X

is the general concept ‘some property of the world,X , obtains’. This might be represented by any
number of individual concepts in which some property of the world obtains, for example by my
observation that I hear a helicopters in the sky. My proposal for the epistemic nature of logical
consequence claims that we can see our epistemic access to relationships like ¬(¬X) |= X

by running through these individual concepts, and checking that every space-time specific and
experientally accessible individual concept that represents ‘it fails to obtain that some property
of the world, X , fails to obtain’ also represents ‘X obtains of the world’. It should be noted here
that we clearly cannot run through the infinite number of possible individual concepts available.
This is an epistemic limitation. But we can satisfy ourselves with the idea that we gain knowledge
of relationships like ¬(¬X) |= X by having experienced some large number of its individual
concept instantiations. And the greater the number of instantiations we have experienced, the
greater our confidence in the validity of ¬(¬X) |= X . For example, when I look out of my
window and fail to find a field of view in which there is not a German shepherd on my front
lawn, at that same instant of time and space I observe that there is a German shepherd on my
front lawn. This individual experiential and space-time specific concept can be seen as one of
many such concepts that give me epistemic access to¬(¬X) |= X . When I listen to the sky and
fail to avoid hearing the noise as helicopter engine noise, I am always simultaneously hearing
helicopter engine noise. Having this experience, in addition to the previous experience, gives
me even more confidence in the validity of ¬(¬X) |= X .

So we have seen that it is possible to describe the epistemic nature of logical consequence
model-theoretically, according to an experience-based description of models, and a representa-
tion-based description of the satisfaction relation. Next I need to show that it is possible to
describe metaphysical nature of logical consequence proof-theoretically. This requirement is
more straightforward to satisfy. Since a concept’s metaphysical nature is its abstract essence,
we merely need to show it is possible to think of logical consequence as being fundamentally
represented by abstract proof from premises to a conclusion. But we can imagine the existence
of an argument from a set of premises to the corresponding conclusion, in the same way we
can imagine the existence of an abstract mathematical proof for x + x = 2x. The difficulty
for the proof-theoretic side of my view is not whether we can possibly imagine a metaphysical
relationship between proof and consequence. The difficulty will be to establish whether we can
plausibly assert the existence of that relationship. That will be the aim of the next section.

A satisfactory proof must be both rigorous and formal. Beyond that basic requirement, I
do not claim to subscribe to any particular type of proof when I suggest proof-theoretic meta-
physical essence. Any discussion of that kind raises myriad problems of its own; and if I were
to choose one type of proof, my entire proposal for logical consequence would become opaque
for anyone unsympathetic to my choice. Instead I propose a view in which logical consequence
is epistemically model-theoretic, in the sense of individual-general concept experience-based
modelling outlined above, and metaphysically proof-theoretic, according to some rigorous and
formal type of proof.

By specifying its epistemic and metaphysical nature, we must have provided a complete
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description of logical consequence. If we have both a description for how we can come to
know and believe about a concept, and a description for how that concept exists independently
in the abstract world, what more could we ask for? Epistemic nature and metaphysical nature,
taken together, exhaustively describe any concept. Therefore, the sub-descriptions I have offered
come together naturally as individually incomplete descriptions that jointly offer a complete
description of logical consequence. Of the two parts of logical consequence—its epistemic
nature and its metaphysical nature—one can be described by model-theory and the other can
be described by proof-theory. In this way, my proposal allows us to transition from a view of
alternative theories to a view of compatible theories, each of which only describes one part of the
full concept we are trying to characterise.

4 The technical details, and why they are plausible

Now that we have established that it is possible to provide a view on which logical consequence
is epistemically model-theoretic and metaphysically proof-theoretic, we are in a position to
establish whether this is a plausible view to adopt. I will argue that it is, for several reasons. First,
I will examine our reasons for subscribing to the specific models and satisfaction relation I have
proposed. Based on this technical framework, with the models and satisfaction relation as I have
described, I will then explain why we should think logical consequence is epistemically model-
theoretic in the way I have described. Finally, I will examine our reasons for believing that
logical consequence is metaphysically proof-theoretic, according to some rigorous and formal
kind of proof.

To begin with, why should we subscribe to the models and satisfaction relation I have de-
scribed? Our epistemic access to logical consequence is defined by the limits on our actual
inference process. And I claim that our actual inference process follows a representationalist
model-theoretic program, where models represent possible states of reality (Sher 1996, 658–
61). I make this claim in light of the intuitive dependency between experience and epistemic
access to the world. Carnap notably supports such dependency, in his comprehensive work
The Logical Structure of the World. In his words, ‘I can make an “epistemic evaluation” of any
experience I have had by stating to what extent this experience has added to my (theoretical)
knowledge. This addition consists not only of the theoretical content of the experience itself,
but also of whatever I can infer from this content with the aid of my earlier knowledge’ (Car-
nap 2003, 309). As he notes, we come to know or believe through assessing the nature of the
world based on real experience, or imaginary but believable extension of experience. And an
experience is a snapshot of a possible state-of-the-world. Our models and satisfaction relation,
if they are to describe our epistemic access to logical consequence, should respect this relation-
ship between epistemic access and experience. And it does not take much to get from this
requirement to the models and satisfaction relation I describe. I merely take a model to be a
space and time-specific state of the world, accessible or hypothetically accessible via experience,
and the satisfaction relation to be the relationship of representation that holds between these
localised state of the world and unlocalised, general concepts. Thus, I argue that it is plausible
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to accept the models and satisfaction relation I have proposed for the epistemic side of logical
consequence.

Having granted these models and this satisfaction relation, why should we think logical
consequence is epistemically model-theoretic in the first place? In other words, why should
we think our knowledge and beliefs about logical consequence involve case-by-case analysis of
representational relationships between different individual concepts? A point raised by Shapiro
is particularly relevant here. He notes that, even if we are working within a proof-theoretic
system, the only way we can intuitively check the correctness of that system is by checking that
its rules of inference ‘do not lead from truth to falsehood’ (Shapiro 2007, 667). This checking is
an epistemic endeavour—we are asking, how can we know, and test the world to conclude that
our proof-theoretic system of logical reasoning is correct? There is only one clear way to do this
test in an epistemically accessible way—namely, by running through possible hypothetical states
of the world. This amounts to leaning on the model-theoretic version of logical consequence
I have described. Thus, it is plausible to believe that epistemically, we are limited to treating
logical consequence model-theoretically.

Logical consequence might still be metaphysically proof-theoretic. But why should we see
it this way? To fully argue for the plausibility of proof-theoretic metaphysical nature for logical
consequence, we need to firmly establish whether it even needs any kind of metaphysical de-
scription at all. This brings us to a challenge tied up with the ancient debate on realism versus
antirealism towards the existence of abstract universals. Namely, if we come to know and believe
using a certain notion of a concept, why should we think there exists anything more abstract or
fundamental to that concept’s full nature? A sceptic might claim: logical consequence does not
have any metaphysical content beyond its epistemic nature, which we have already described as
model-theoretic. I will argue that such scepticism is unwarranted—that we do have reason to
believe in a non-trivial metaphysical essence for logical consequence. Then I will explain why
we have reason to believe that this metaphysical essence is proof-theoretic.

We will be in a good position to identify gaps in the sceptic’s reasoning if we first examine
the source of their inspiration. Hume’s treatise on causation and induction forcefully encour-
ages doubt about the existence of abstract metaphysical essence for causal law. In An Enquiry
concerning Human Understanding, he argues that we are fundamentally limited in our ability
to identify causal relationships a priori, since all knowledge stems from case-by-case examina-
tion of experience (Hume 2008, 18–23). This position has since been widely acknowledged
by scientists and philosophers alike (Carnap 2003, 265). Hume then settles on a description
of cause-and-effect as mere cosmic regularity, questioning the notion of cause-and-effect as
manifestation of abstract causal law (Armstrong 1993, 438; 1983, 4). Causation is not equiva-
lent to logical consequence; but I believe we can construct an analogy here. Epistemic reliance
on case-by-case method in science has led to widespread scepticism about the existence of any
abstract scientific law beyond functional dependency. It seems that similar doubt could apply
to existence of metaphysical essence for logical consequence - assuming its epistemic nature is
model-theoretic, and therefore reliant on case-by-case relationships. Definitely, this model-
theoretic epistemic nature restricts our epistemic access to any proof-based abstract nature that
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might exist.

However, we cannot directly conclude from this that an abstract proof-based nature does
not exist. I will argue that it likely does exist, beginning with an appeal to work in logic-as-
modelling. I have emphasised that, if epistemic and metaphysical nature do both carry weight,
they are not equivalent properties. One useful way to characterise this difference allows us
to draw from Shapiro’s work on logic-as-modelling. Namely, we can easily view the epistemic
nature of logical consequence as a model. Here, I mean model in the colloquial sense of approx-
imate representation—I am not referring to the individual-general concept introduced earlier
for my treatment of model-theory. In general, epistemic nature is defined by the boundaries of
knowledge; therefore, it is in some sense a knowledge-based approximation of a concept that
might have deeper metaphysical qualities. Key here is the approximate in approximate repre-
sentation. A model is not necessarily a complete representation of the concept it stands for;
‘there is almost always a gap between a model and what it is a model of ’ (Shapiro 2006, 50).
This point helps Shapiro to develop his logic-as-modelling view, but I will use the same point to
claim that there is likely an underlying metaphysical nature to logical consequence, above and
beyond its model-theoretic epistemic nature.

The above reasoning only works if the epistemic nature of logical consequence is in fact
a knowledge-based approximation. So how do we know it is an approximation of this kind?
Here I can use the sceptic’s point for my own benefit. As the sceptic notes, if the epistemic
nature of logical consequence is model-theoretic, it is limited in its access to a priori reasoning.
Therefore it is a limited description. And a limited description is an approximate description.
It is an approximate model, in the same way that ‘a collection of point masses is a model of a
system of physical objects, and the Bohr construction is a model of an atom’ (Shapiro 2006, 49).
However, every model models something—every approximate representation must represent
some non-trivial exact concept. I suggest that this exact concept is precisely the metaphysical
nature of logical consequence. Epistemic nature covers everything we are able to know about
logical consequence relationships. And everything we are able to know creates a model of the
non-trivial abstract metaphysical reality, which is outside the realm of our direct knowledge.
Therefore, the sceptic’s emphasis on our epistemic constraints offers indirect support for my
defence of non-trivial metaphysical nature.

Furthermore, and crucially, there is no fundamental inconsistency in a view that includes
non-trivial essence from both sides, epistemic and metaphysical. Here we are encouraged by
various influential philosophers, who subscribe to Hume’s work on scientific method yet main-
tain realism on the existence of universal law. Again, we work with an analogy, comparing the
Humean notion of scientific method with epistemic model-theoretic essence, and the existence
of fundamental causal law with the existence of non-trivial metaphysical essence.

From the early 20th century, Carnap and Russell are among many explicit advocates for
Hume’s view on the epistemic limits of a priori reasoning. Still they do not deny the existence
of fundamental law, as metaphysical nature. See the following excerpt from Carnap on the
metaphysical essence of causal correlation: ‘[h]ere we do not simply ask between what object
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the relation obtains, but what it is between the correlated objects, by virtue of which they are
connected’ (Carnap 2003, 35). And, even more explicitly, ‘the essence problems belong to meta-
physics’ (2003, 35). Still, he sees our epistemic experience of specific causal relationships as a
manifestation of mere functional dependency (2003, 264). Russell, whose position on epistemic
empiricism is steadfast, still does not rule out the existence of causal law as an abstract mathe-
matical formulation (Russel 1913, 14). He writes, ‘there is no a priori category of causality, but
merely certain observed uniformities’ (1913, 24). However, ‘[i]n all science we have to distin-
guish two sorts of laws: first, those that are empirically verifiable but probably only approximate;
secondly, those that are not verifiable, but may be exact’ (1913, 16). He clearly acknowledges
the possibility of exact abstract law, in spite of its inherently unverifiable nature.

From the more modern tradition, Armstrong and Davidson hold a similar position. Both
endorse Humean views on method but accept abstract law (Armstrong 1993, 438; Davidson
1967, 701–02). In Armstrong’s words, ‘It is true that there appears to be no a priori argument
that takes one from singular causation to law’ (1993, 438). However, ‘[i]t may be noted that the
unity of the space-time world is not constituted by the mere conjunction of the state of affairs
[...] [t]he real unity is given by the fact that all the particulars are directly or recursively linked
to each other by real, that is external, relations’ (1993, 435). Davidson emphasizes that we are
often limited in our epistemic access to external causal law—but notes: ‘very often, I think,
our justification for accepting a singular causal statement is that we have reason to believe an
appropriate causal law exists, though we do not know what it is’ (1967, 701).

Armstrong presents an explicit argument for his subscription to the separate existence of
abstract law as a metaphysical basis for correlation. We either see correlation as instantiation of
a universal and abstract entity, or instantiation of a mere regularity. The abstract entity in the
former view acts as a basis for explanation. Mere regularity does not—any attempt at explanation
would be circular, explaining correlation in terms of correlation. Armstrong believes the former
view is inherently more desirable, simply because genuine explanation is desirable (Armstrong
1983, 40–41).

For logical consequence we have further reason to prefer the former view, even if we do not
share Armstrong’s belief in the intrinsic appeal of explanation. Genuine explanation implies a
degree of modal transparency. A genuine explanation can describe why a particular consequence
relation must, or should hold. Thus, by maintaining an anti-sceptic position on the existence of
abstract metaphysical nature for logical consequence, we automatically ease modal problems
associated with a purely model-theoretic view. These problems have been examined at length
by Prawitz (2005).

Furthermore, we can appeal to an intuition raised by Prawitz. As he points out, purely
model-theoretic consequence would be intuitively back-to-front. On such a pure view, ‘we
cannot really say that we infer the truth of the conclusion by the use of a valid inference. It is,
rather, the other way around: we can conclude that the inference is valid after having established
for all inferences of the same form that the conclusion is true in all cases where the premises are’
(2005, 675). This is a crucial and telling point to acknowledge. Intuitively, we want some part
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of logical consequence to be a fundamental property of relationships between abstract ideas.
We lose this if the validity of an inference depends purely on running through all possible in-
terpretations or states of the world. In some sense we are demoting logical consequence, from
fundamental to dependent—in particular, to dependent on possible discrete states of the world.
On the view I have proposed, logical consequence is instead metaphysically dependent on rules
for argument and proof, from which possible discrete states are derived. Here we see a key ben-
efit of my view, for solving Prawitz’s intuitive problem with model-theory: namely, the ability
to push logical consequence back to its intuitive status, without denying Humean limits on our
epistemic access to a priori reasoning.

Thus, we have established that we do have grounds to assert that logical consequence has
non-trivial metaphysical content. I still need to explain why that metaphysical nature should
plausibly be seen as proof-theoretic. I argue that the past few paragraphs serve as a perfect ex-
planation, in their association of metaphysical nature with law-like concepts. Implicitly, in my
argument for the non-triviality of metaphysical nature for logical consequence, I have shown
that this metaphysical nature is associated with some kind of law-like system of relationships.
Proof-theory fits this description perfectly. It is a deductive system, based on rules that deter-
mine the relationship between premises and a conclusion. Therefore, given that we should not
neglect the metaphysical nature of logical consequence, that metaphysical nature is plausibly
proof-theoretic.

Overall, then, my proposal amounts to the idea that we never observe the underlying abstract
proofs that exist, just like we never directly observe causal laws. We observe logical regularities
that we take to be epistemically accessible instantiations of more abstract and general deductive
relationships, just like we take physical observations to be epistemically accessible instantiations
of more abstract and general causal laws. You might object to this by claiming that you do feel as
if you reason using proof-theory, and that you do think you picture your knowledge in terms of
proof theory. The response to this is clear: proof-theoretic reasoning is useful as a tool, just like
reasoning in terms of general causal laws is useful for understanding. Nevertheless, we do not
strictly have epistemic access to the underlying proof-theoretic relationships themselves, just
like we do not strictly have epistemic access to causal laws.

5 Conclusions

It may seem as if the essence of logical consequence is model-theoretic, if we subscribe to a
model-theoretic program when we come to know or believe consequence relationships. But
it is possible to see logical consequence as metaphysically proof-theoretic even if we endorse a
model-theoretic program for its epistemic nature. We can examine the potential for existence
or dominance of fundamental a priori causal law as a basis for analogy. We have seen that on
this issue, the historic rivalry between empirical versus a priori views is not in fact a strict rivalry.
Limits on our epistemic access to abstract nature might apply, given a model-theoretic epistemic
nature. But if such limits do exist, they seem to imply approximate epistemic representation of



LAYERS OF LOGICAL CONSEQUENCE 29

some non-trivial exact metaphysical entity. Non-trivial abstract nature might still exist, and
metaphysically dominate. And intuitively we understand logical consequence as a fundamental
relation, from which cases should derive, not follow. I have proposed that we can adopt a hybrid
view, one that will satisfy each of these appeals to analogy and intuition. By allowing for a
distinction between epistemic and metaphysical nature, we can characterise logical consequence
as epistemically model-theoretic but metaphysically proof-theoretic.
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